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Machine Generated Text Detection and Attribution 

Abstract:  

Recently, significant advances in generative language models (e.g., ChatGPT) have increased 
the users of such tools and facilitated the generation of large volumes of text for a wide variety 
of applications. Despite the great potential of those models to improve the performance of AI 
systems in several tasks, there are certain risks of abusing that technology. The development 
of tools that can automatically detect machine generated text could serve as a key 
countermeasure for mitigating the risks of abuse of powerful modern language models12.  
 
This thesis aims at studying the state-of-the-art in machine generated text detection and 
developing new, efficient, and effective methods that can distinguish machine generated text 
from human generated text. In addition, in case of machine generated texts, the specific model 
that was used to obtain it should be identified34.  
 
The deliverables include: 

- A comprehensive survey of state-of-the-art in machine generated text detection 
- A novel method able to detect machine generated text and attribute it to a certain 

language model. An experimental study demonstrating the efficiency and effectiveness 
of the new method. 

- Final MSc Thesis document 
 
 
Required background and skills: Python programming, Machine learning, Natural language 
processing 
Other requirements: All documents must be written in English.  
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